


The main excitatory neurotransmitter in the brain is
glutamate.  The great precision of nervous activity requires 
that excitation of some neurons is accompanied by
suppression of activity in other neurons.  This is brought
about by inhibition.  At inhibitory synapses, activation of
receptors leads to the opening of ion channels that allow the
inflow of negatively charged ions giving rise to a change in
membrane potential called an inhibitory post-synaptic
potential (ipsp) (see Figure).  This opposes membrane 
depolarisation and therefore the initiation of an action
potential at the cell body of the receiving neuron.  There are
two inhibitory neurotransmitters – GABA and glycine.

Synaptic transmission is a very rapid process: the time
taken from the arrival of an action potential at a synapse to
the generation of an epsp in the next neuron is very rapid -
1/1000 of a second.  Different neurons have to time their
delivery of glutamate on to others within a short window of
opportunity if the epsps in the receiving neuron are going to
add up to trigger a new impulse; and inhibition also has to
operate within the same interval to be effective in shutting
things down.

Messengers that modulate

The hunt for the identity of the excitatory and inhibitory
neurotransmitters also revealed the existence of a large
number of other chemical agents released from neurons.
Many of these affect neuronal mechanisms by interacting
with a very different set of proteins in the membranes of
neurons called metabotropic receptors.  These receptors
don’t contain ion channels, are not always localised in the
region of the synapse and, most importantly, do not lead to
the initiation of action potentials.  We now think of these
receptors as adjusting or modulating the vast array of
chemical processes going on inside neurons, and thus the
action of metabotropic receptors is called neuromodulation.  

Metabotropic receptors are usually found in complex
particles linking the outside of the cell to enzymes inside the
cell that affect cell metabolism.  When a neurotransmitter is
recognised and bound by a metabotropic receptor, bridging
molecules called G-proteins, and other membrane-bound
enzymes are collectively triggered.  Binding of the
transmitter to a metabotropic recognition site can
be compared to an ignition key.  It doesn’t open a door for

ions in the membrane, as ionotropic receptors do, but
instead kick-starts intracellular second messengers into
action, engaging a sequence of biochemical events (see
Figure).  The metabolic engine of the neuron then revs up and
gets going.  The effects of neuromodulation include changes
in ion channels, receptors, transporters and even the expres-
sion of genes.  These changes are slower in onset and more
long-lasting than those triggered by the
excitatory and inhibitory transmitters and their effects
extend well beyond the synapse.  Although they do not
initiate action potentials, they have profound effects on the
impulse traffic through neural networks.

Identifying the messengers

Among the many messengers acting on G-protein coupled
receptors are acetylcholine, dopamine and noradrenaline.
Neurons that release these transmitters not only have a
diverse effect on cells, but their anatomical organisation is
also remarkable because they are relatively few in number but
their axons project widely through the brain (see Figure).
There are only 1600 noradrenaline neurons in the human
brain, but they send axons to all parts of the brain and spinal
cord.  These neuromodulatory transmitters do not send out
precise sensory information, but fine-tune dispersed 
neuronal assemblies to optimise their performance. 

Noradrenaline is released in response to various forms of
novelty and stress and helps to organise the complex
response of the individual to these challenges.  Lots of 
networks may need to “know” that the organism is under
stress.  Dopamine makes certain situations rewarding for
the animal, by acting on brain centres associated with 
positive emotional features (see Chapter 4). Acetylcholine,
by contrast, likes to have it both ways.  It acts on both
ionotropic and metabotropic receptors.  The first 
neurotransmitter to be discovered, it uses ionic mechanisms
to signal across the neuromuscular junction from motor 
neurons to striated muscle fibres.  It can also function as a
neuromodulator.  It does this, for example, when you want to
focus attention on something - fine-tuning neurons in the
brain to the task of taking in only relevant information.

8
An excellent web site about synapses is at: http://synapses.mcg.edu/index.asp

g

The excitatory synaptic potential (epsp) is a shift in 
membrane potential from -70 mV to a value closer to 0 mV.
An inhibitory synaptic potential (ipsp) has the opposite
effect.

Noradrenaline cells are located in the locus coeruleus (LC).
Axons from these cells are distributed throughout the 
midbrain such as the hypothalamus (Hyp), the cerebellum (C)
and cerebral cortex.
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Many people seem to have a constant desire to alter their
state of consciousness using drugs.  They use stimulant
drugs to help them stay awake and dance the night away.  
Others use sedatives to calm their nerves.  Or even 
substances that enable them to experience new forms of
consciousness and to forget the troubles of everyday life.
All of these drugs interact in different ways with 
neurotransmitter and other chemical messenger systems
in the brain.  In many cases, the drugs hijack natural brain 
systems that have to do with pleasure and reward - 
psychological processes that are important in eating, 
drinking, sex and even learning and memory.

The Path to Addiction and Dependence

Drugs that act on the brain or the blood supply of the brain
can be invaluable - such as those that relieve pain.
Recreational drug use has a very different purpose, and the
problem with it is that it can lead to abuse.  The user can, all
too easily, become dependent or even addicted.  He or she
will then suffer very unpleasant physical and psychological
withdrawal symptoms when they interrupt their drug habit.
This state of dependence can lead a user to crave the drug,
even though doing so is clearly damaging to their work, health
and family.  In extreme cases the user may be drawn into
crime in order to pay for the drug.

Fortunately not everyone who takes a recreational drug
becomes dependent on it.  Drugs differ in their dependence 
liability - ranging from high risk in the case of cocaine, heroin
and nicotine to lower risk in the case of alcohol, cannabis,
ecstasy and amphetamines. During the development of drug 

dependence the body and brain slowly adapt to the repeated
presence of the drug, but exactly what changes go on in the
brain remain mysteries.  Although the primary sites of action
of heroin, amphetamines, nicotine, cocaine and cannabis are
all different, these drugs share an ability to promote the
release of the chemical messenger dopamine in certain brain
regions.  Although this is not necessarily akin to triggering a
“pleasure” mechanism, it is thought that the drug-induced
release of dopamine may be an important final common 
pathway of “pleasure” in the brain.  It represents the signal
that prompts a person to carry on taking the drug. 

Individual Drugs - How they work and
the hazards of taking them.

Alcohol

Alcohol acts on neurotransmitter systems in the brain to
dampen down excitatory messages and promote inhibition of
neural activity. Alcohol’s action proceeds through stages of
relaxation and good humour, after one drink, through to
sleepiness and loss of consciousness. That is why the police
are so strict about drinking and driving, and why there is so
much public support for this strict attitude.   Some people
become very aggressive and even violent when they drink, and
about one in ten of regular drinkers will become dependent
alcoholics. Long-term alcohol use damages the body, 
especially the liver, and can cause permanent damage to the
brain. Pregnant mothers who drink run the risk of having
babies with damaged brains and low IQ’s. More than 30,000
people die every year in Britain from alcohol-related diseases.

Drugs and the Brain

76%

92%

46%

13%

16%

2% 23%

17%

9%

9%

15%

32%

Heroin

Tranquilizers & 
Prescription Drugs

Cocaine

Marijuana

Alcohol

Tobacco

Percentage of people who have ever used the drug Percentage of users who became dependent

Please contact to Foxit Software for the licensed copy.

Web Site:
www.FoxitSoftware.com

Sales and Information:
Sales@FoxitSoftware.com

Techincal Support:
Support@FoxitSoftware.com



10

Nicotine

Nicotine is the active ingredient in all tobacco products.
Nicotine acts on brain receptors that normally recognise the
neurotransmitter acetylcholine; it tends to activate natural
alerting mechanisms in the brain. Given this, it’s not
surprising that smokers say that cigarettes help them
concentrate and have a soothing effect. The trouble is that
nicotine is highly addictive and many inveterate smokers
continue to smoke for no better reason than to avoid the
unpleasant signs of withdrawal if they stop.  The pleasure
has long gone. While there appears to be no deleterious
effect on the brain, tobacco smoke is extremely damaging 
to the lungs and long-term exposure can lead to lung cancer 
and also to other lung and heart diseases.  More than
100,000 people die every year in Britain from smoking-
related diseases.

Cannabis

Cannabis presents us with a puzzle, for it acts on an
important natural system in the brain that uses neurotrans-
mitters that are chemically very like cannabis. This system
has to do with the control of muscles and regulating pain
sensitivity. Used wisely, and in a medical context, cannabis
can be a very useful drug.  Cannabis is an intoxicant which can
be pleasurable and relaxing, and it can cause a dream-like
state in which one’s perception of sounds, colours and time
is subtly altered.  No-one seems to have died from an over-
dose, although some users may experience unpleasant panic
attacks after large doses.  Cannabis has been used at least
once by nearly half the population of Britain under the age of
30.  Some people believe it should be legalised - and doing so
could cut the link between supply of the drug and that of
other much more dangerous drugs. Unfortunately, as with
nicotine, smoking is the most effective way of delivering it to
the body.  Cannabis smoke contains much the same mixture
of poisons as cigerettes (and is often smoked with tobacco).

Cannabis smokers tend to develop lung diseases and they
run the risk of developing lung cancer - although this has not
yet been proved.  About one in ten users may become
dependent, which people who sell the drug are well aware of.
Repeated heavy use is incompatible with the skill of driving
and with intellectually demanding work; experiments have
established that people intoxicated with cannabis are unable
to carry out complex mental tasks.  Although not yet proven,
there is some evidence that heavy use by young people might
trigger the mental illness schizophrenia (see p.51) in 
susceptible individuals.

Amphetamines

Amphetamines are man-made chemicals that include
“Dexedrine”, “Speed”, and the methamphetamine derivative
called “Ecstasy”. These drugs act in the brain by causing the
release two naturally occurring neurotransmitters.  One is
dopamine - which probably explains the strong arousal and
pleasurable effects of amphetamines.  The other is serotonin
- which is thought to account for their ability to cause a
sense of well-being and a dream-like state that can include
hallucinations. Dexedrine and Speed promote mainly
dopamine release, Ecstasy more serotonin. The even more
powerful hallucinogen d-LSD also acts on serotonin 
mechanisms in the brain.  Amphetamines are powerful 
psychostimulants and they can be dangerous - especially in
overdose.  Animal experiments have shown that Ecstasy can
cause a prolonged, perhaps permanent reduction of 
serotonin cells.  This might account for the “mid-week blues”
suffered by weekend ecstasy users.  Every year, dozens of
young people die after taking it.  Frightening schizophrenia-
like psychosis can happen after Dexedrine and Speed.  You
might be lured into thinking that Speed could help you in an
exam - but don’t.  It won’t.

Heroin

Heroin is a man-made chemical derivative of the plant
product morphine.  Like cannabis, heroin hijacks a system in
the brain that employs naturally occurring neurotransmit-
ters known as endorphins. These are important in pain 
control - and so drugs that copy their actions are very 
valuable in medicine.  Heroin is injected or smoked whereupon
it causes an immediate pleasurable sensation - possibly due
to an effect of endorphins on reward mechanisms.  It is highly
addictive, but, as dependence develops, these pleasurable
sensations quickly subside to be replaced by an incessant
“craving”.  It is a very dangerous drug that can kill in even
modest overdose (it suppresses breathing reflexes). Heroin
has ruined many people’s lives. 

Cocaine

Cocaine is another plant-derived chemical which can cause
intensely pleasurable sensations as well as acting as a
powerful psychostimulant.  Like the amphetamines, cocaine
makes more dopamine and serotonin available in the brain.
However, like heroin, cocaine is a very dangerous drug. People
intoxicated with it, especially the smoked form called “crack”,
can readily become violent and aggressive, and there is a life-
threatening risk of overdose. The dependence liability is high,
and the costs of maintaining a cocaine habit draw many
users into crime. 

“Skull with a burning cigerette” by Vincent Van Gogh 1885.

Related Internet Sites: www.knowthescore.info, www.nida.nih.gov/Infofax/ecstasy.html,
www.nida.nih.gov/MarijBroch/Marijteens.html
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Touch & Pain

Touch is special - a handshake, a kiss, a baptism.  
It provides our first contact with the world.  Arrays of
receptors throughout our bodies are tuned to different
aspects of the somatosensory world – touch, temperature
and body position - with yet others for the sensations of
pain.  The power of discrimination varies across the body
surface, being exquisitely sensitive at places such as the
tips of our fingers.  Active exploration is important as well,
pointing to important interactions with the motor 
system.  Pain serves to inform and to warn us of damage to
our bodies.  It has a strong emotional impact, and is 
subject to powerful controls within the body and brain.

A variety of very small 
sensory receptors are 
embedded in the surface 
of your skin.

It begins in the skin

Embedded in the dermal layers of the skin, beneath the 
surface, are several types of tiny receptors.  Named after the
scientists who first identified them in the microscope,
Pacinian and Meissner corpuscles, Merkel’s disks and Ruffini
endings sense different aspects of touch.  All these 
receptors have ion channels that open in response to
mechanical deformation, triggering action potentials that can
be recorded experimentally by fine electrodes.  Some amazing
experiments were conducted some years ago by 
scientists who experimented on themselves, by inserting
electrodes into their own skin to record from single sensory
nerves.  From these and similar experiments in anaesthetised
animals, we now know that the first two types of receptor

adapt quickly and so respond best to rapidly changing inden-
tations (sense of vibration and flutter), Merkel’s disk
responds well to a sustained indentation of the skin (sense
of pressure), while Ruffini endings respond to slowly changing
indentations.

An important concept about somatosensory receptors is
that of the receptive field.  This is the area of skin over which
each individual receptor responds.  Pacinian corpuscles have
much larger receptive fields than Meissner’s corpuscles.
Together, these and the other receptors ensure that you can
feel things over your entire body surface.  Once they detect a
stimulus, the receptors in turn send impulses along the sen-
sory nerves that enter the dorsal roots of the spinal cord.
The axons connecting touch receptors to the spinal cord are
large myelinated fibres that convey information from the
periphery towards the cerebral cortex extremely rapidly.
Cold, warmth and pain are detected by thin axons with
“naked” endings, which transmit more slowly.  Temperature 
receptors also show adaptation (see Experiment Box). There
are relay stations for touch in the medulla and the thalamus,
before projection on to the primary sensory area in 
the cortex called the somatosensory cortex.  The nerves 
cross the midline so that the right side of the body is
represented in the left hemisphere and the left in the right. 

The input from the body is systematically “mapped” across
the somatosensory cortex to form a representation of the
body surface.  Some parts of the body, such as the tips of
your fingers and mouth, have a high density of receptors and
a correspondingly higher number of sensory nerves.  
Areas such as our back have far fewer receptors and nerves.
However, in the somatosensory cortex, the packing density

An Experiment on Temperature
Adaptation

This experiment is very simple.  You need a metal
rod about a metre long, such as a towel rail, and two
buckets of water.  One bucket should contain fairly
hot water, the other with water as cold as possible.
Put your left hand in one bucket and your right hand
in the other, and keep them there for at least a
minute.  Now take your hands out, dry them very
quickly and hold the metal rod.  The two ends of the
rod will feel as though they are at different 
temperatures.  Why?

t

Meissner’s
corpuscle

Axons

Merkel’s
disc

Ruffini end organ
Sweat gland

Pacinian corpuscle
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of neurons is uniform.  Consequently, the ‘map’ of the body
surface in the cortex is very distorted.  Sometimes called
the sensory homunculus, this would be a curiously distorted
person if it actually existed with its complement of touch
receptors spread at a uniform density across the body 
surface.  

You can test this differential sensitivity across the body
with the two-point discrimination test.  Bend some paper
clips into a U-shape, some with the tips 2-3 cm apart, 
others much closer.  Then, with a blindfold on, get a friend to
touch various parts of your body with the tips of the paper
clips.  Do you feel one tip or two?  Do you sometimes feel one
tip when you are actually being touched by two?  Why?

The exquisite power of discrimination

The ability to perceive fine detail varies greatly across 
different parts of the body and is most highly developed in
the tips of the fingers and lips.  Skin is sensitive enough to
measure a raised dot that is less than 1/100th of a 
millimetre high – provided you stroke it as in a blind person
reading Braille.  One active area of research asks how the 
different types of receptor contribute to different tasks
such as discriminating between textures or identifying the
shape of an object.

Touch is not just a passive sense that responds only to what
it receives.  It is also involved in the active control of 
movement.  Neurons in the motor cortex controlling the 
muscles in your arm that move your fingers get sensory
input from touch receptors in the finger tips.  How better to
detect an object that is starting to slip out of your hand
than via rapid communication between the sensory and
motor systems?  Cross-talk between sensory and motor
systems begins at the first relays in the spinal cord, 

including proprioceptive feedback on to motor neurons, and it
continues at all levels of the somatosensory system.  
The primary sensory and motor cortices are right beside
each other in the brain.

Active exploration is crucial for the sense of touch.  Imagine
that you are discriminating fine differences in texture, such
as between different fabrics or grades of sandpaper.  Which
of the following conditions do you think generates the finest
discriminations:

• Placing your finger-tips on the samples?
• Running your finger-tips over the samples?
• Having a machine run the samples over your finger-tips?

The outcome of such behavioural experiments leads to 
questions about where in the brain the relevant sensory
information is analysed.  Functional brain imaging suggests
that the identification of textures or of objects by touch
involves different regions of cortex.  Brain imaging is also
starting to produce insights about cortical plasticity by
revealing that the map of the body in the somatosensory
area can vary with experience.  For example, blind Braille 
readers have an increased cortical representation for the
index finger used in reading, and string players an enlarged
cortical representation of the fingers of the left hand.  

Pain

Although often classed with touch as another skin sense,
pain is actually a system with very different functions and a
very different anatomical organisation.  Its main attributes
are that it is unpleasant, that it varies greatly between 
individuals and, surprisingly, that the information conveyed
by pain receptors provides little information about the
nature of the stimulus (there is little difference between the
pain due an abrasion and a nettle sting).  The ancient Greeks
regarded pain as an emotion not a sensation.  

Recording from single sensory fibres in animals reveals
responses to stimuli that cause or merely threaten tissue
damage - intense mechanical stimuli (such as pinch), intense
heat, and a variety of chemical stimuli.  But such experi-
ments tell us nothing directly about subjective experience. 

Molecular biological techniques have now revealed the 
structure and characteristics of a number of nociceptors.  
They include receptors that respond to heat above 460 C, 
to tissue acidity and - again a surprise - to the active 
ingredient of chilli peppers.  The genes for receptors 
responding to intense mechanical stimulation have not yet
been identified, but they must be there. Two classes of
peripheral afferent fibres respond to noxious stimuli: 
relatively fast myelinated fibres, called ΑΑδδ fibres, and very
fine, slow, non-myelinated C fibres.  Both sets of nerves
enter the spinal cord, where they synapse with a series of
neurons that project up to the cerebral cortex.  They do so
through parallel ascending pathways, one dealing with the 
localisation of pain (similar to the pathway for touch), the
other responsible for the emotional aspect of pain.  
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The homunculus.  The image of a person is drawn across the
surface of the somatosensory cortex in proportion to the
number of receptors coming from that part of the body.
They have a most distorted shape.  
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This second pathway projects to quite different areas than
the somatosensory cortex, including the anterior cingulate
cortex and the insular cortex. In brain-imaging experiments
using hyponosis, it has been possible to separate mere pain
sensation from the ‘unpleasantness’ of pain.  

Subjects immersed their hands in painfully hot water and
were then subjected to hypnotic suggestion of increased or
decreased pain intensity or pain unpleasantness.  
Using positron emission tomography (PET), it was found
that during changes in experienced pain intensity there was 
activation of the somatosensory cortex, whereas the 
experience of pain unpleasantness was accompanied by 
activation of the anterior cingulate cortex.  

A life without pain?

Given our desire to avoid sources of pain, such as the 
dentist, you might imagine that a life without pain would be
good.  Not so.  For one of the key functions of pain is to
enable us to learn to avoid situations that give rise to pain.  
Action potentials in the nociceptive nerves entering the
spinal cord initiate automatic protective reflexes, such as
the withdrawal reflex.  They also provide the very information
that guides learning to avoid dangerous or threatening
situations.

Another key function of pain is the inhibition of activity - 
the rest that allows healing to occur after tissue damage.
Of course, in some situations, it is important that activity
and escape reactions are not inhibited.  To help cope in these
situations, physiological mechanisms have evolved that can
either suppress or enhance pain.  The first such modulatory
mechanism to be discovered was the release of endogenous
analgesics.  Under conditions of likely injury, such as soldiers
in battle, pain sensation is suppressed to a surprising degree
– presumably because these substances are released.  
Animal experiments have revealed that electrical stimulation
of brain areas such as the aqueductal gray matter causes a
marked elevation in the pain threshold and that this is 
mediated by a descending pathway from the midbrain to the
spinal cord.  

A number of chemical transmitters are involved including
endogenous opioids such as met-enkaphalin.  The pain-killer
morphine acts on the same receptors at which some of the
endogenous opioids act.

The converse phenomenon of enhanced pain is called 
hyperalgesia.  There is a lowering of the pain threshold, an
increase in the intensity of pain, and sometimes both a
broadening of the area over which pain is felt or even pain in
the absence of noxious stimulation.  This can be a major 
clinical problem.  Hyperalgesia involves sensitisation of the
peripheral receptors as well as complex phenomena at 
various levels of the ascending pain pathways.  These include
the interaction of chemically mediated excitation and 
inhibition.  The hyperalgesia observed in chronic pain states
results from the enhancement of excitation and depression
of inhibition.  Much of this is due to changes in the 
responsiveness of the neurons that process sensory 
information.  Important changes occur in the receptor 
molecules that mediate the action of the relevant 
neurotransmitters.  In spite of the great advances in our
understanding of the cellular mechanisms of hyperalgesia,
the clinical treatment of chronic pain is still sadly 
inadequate.
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Ascending pathways for pain from a region of the spinal
cord (bottom) up to several areas in the brainstem and
cortex including ACC (anterior cingulate) and the insular.

Traditional Chinese Medicine uses a procedure called
"acupuncture" for the relief of pain.  This involves fine 
needles, inserted into the skin at particular positions in the
body along what are called meridians, which are then rotated
or vibrated by the person treating the patient.  They 
certainly relieve pain but, until recently, no one was very 
sure why.

Forty years ago, a research laboratory was set up in China to
find out how it works.  Its findings reveal that electrical
stimulation at one frequency of vibration triggers the
release of endogenous opoiods called endorphins, such as
met-enkephalin, while stimulation at another frequency 
activates a system sensitive to dynorphins.  This work has
led to the development of an inexpensive electrical acupunc-
ture machine (left) that can be used for pain relief instead of
drugs.  A pair of electrodes are placed at the "Heku" points
on the hand (right), another at the site of pain.

Research Frontiers

Met-enkaphalinMorphine

Want to read more about acupuncture?  
Try this web site.... http://acupuncture.com/Acup/AcuInd.htm
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Humans are highly visual animals constantly using their
eyes to make decisions about the world.  With forward 
facing eyes like other primates, we use vision to sense
those many aspects of the environment that are remote
from our bodies.  Light is a form of electromagnetic energy
that enters our eyes where it acts on photoreceptors in
the retina.  This triggers processes by which neural 
impulses are generated and then travel through the 
pathways and networks of the visual brain.  Separate 
pathways to the midbrain and the cerebral cortex mediate
different visual functions - detecting and representing
motion, shape, colour and other distinctive features 
of the visual world.  Some but not all are accessible to 
consciousness.  In the cortex, neurons in a large number of
distinctive visual areas are specialised for making different
kinds of visual decisions.

Light on the eye

Light enters the eye through the pupil and is focused, by the
cornea and the lens, on to the retina at the back of the eye.
The pupil is surrounded by a pigmented iris that can expand
or copntract, making the pupil larger or smaller as light levels
vary.  It is natural to suppose that the eye acts like a 
camera, forming an ‘image’ of the world, but this is a mislead-
ing metaphor in several respects.  First, there is never a
static image because the eyes are always moving.  Second,
even if an image on the retina were to send an image into the

brain, “seeing” this next image would then need another 
person to look at it - a person inside the brain!  To avoid an 
infinite regression, with nothing really explained along the
way, we confront the really big problem that the visual brain
has to solve - how it uses coded messages from the eyes to
interpret and make decisions about the visual world. 

Once focused on the retina, the 125 million photoreceptors
arranged across the surface of the retina respond to the
light that hits them by generating tiny electrical potentials.
These signals pass, via synapes through a network of cells in
the retina, in turn activating retinal ganglion cells whose
axons collect together to form the optic nerve.  These enter
the brain where they transmit action potentials to different
visual regions with distinct functions.

Much has been learned about this earliest stage of visual
processing.  The most numerous photoreceptors, called rods,
are about 1000 times more sensitive to light than the other,
less numerous category called cones.  Roughly speaking, you
see at night with your rods but by day with your cones.
There are three types of cones, sensitive to different wave-
lengths of light.  It is oversimplification to say it is the cones
simply produce colour vision - but they are vital for it.  If over-
exposed to one colour of light, the pigments in the cones
adapt and then make a lesser contribution to our perception
of colour for a short while thereafter (see Experiment Box).
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The human eye.  Light entering the eye is focused by the lens
onto the retina located at the back.  Receptors there
detect the energy and by a process of transduction initiate
action-potentials that travel in the optic nerve.

The retina.  Light passes through the fibres of the optic
nerve and a network of cells (eg. bipolar cells) to land on the
rods and cones at the back of the retina. 
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Over the past 25 years, important discoveries have been
made about the process of phototransduction (the conver-
sion of light into electrical signals in the rods and cones), the
genetic basis of colour blindness which is due to the absence
of certain visual pigments, the function of the retinal 
network and the presence of two different types of ganglion
cells.  About 90% of these cells are very small, while another
5% are large M-type or magnocellular cells.  We shall see
later that abnormalities in the M-Type cells may underlie 
certain cases of dyslexia (Chapter 9).

The next steps in visual processing

The optic nerve of each eye projects to the brain.  The fibres
of each nerve meet at a structure called the optic chiasm;
half of them “cross” to the other side where they join the
other half from the other optic nerve that have stayed
“uncrossed”. Together these bundles of fibres form the optic
tracts, now containing fibres from both eyes, which now 
project (via a synaptic relay in a structure called the lateral
geniculate nucleus) to the cerebral cortex.  It is here that
internal “representations” of visual space around us are 
created.  In a similar way to touch (previous Chapter), the
left-hand side of the visual world is in the right-hemisphere
and the right-hand side in the left-hemisphere.  This neural 
representation has inputs from each eye and so the cells in
the visual areas at the back of the brain (called area V1, V2
etc.) can fire in response to an image in either eye.  This is 
called binocularity.

The visual cortex consists of a number of areas, dealing with
the various aspects of the visual world such as shape, colour,
movement, distance etc. These cells are arranged in columns.
An important concept about visually responsive cells is that
of the receptive field - the region of retina over which the cell
will respond to the prefered kind of image.  In V1, the first
stage of cortical processing, the neurons respond best to
lines or edges in a particular orientation.  An important 
discovery was that all the neurons in any one column of cells
fire to lines or edges of the same orientation, and the 
neighbouring column of cells fires best to a slightly different
orientation, and so on across the surface of V1.  This means
cortical visual cells have an intrinsic organisation for 
interpreting the world, but it is not an organisation that is
immutable.  The extent to which an individual cell can be 
driven by activity in the left or right eye is modified by 
experience. As with all sensory systems the visual cortex
displays what we call plasticity.

The pathways from eye to brain.

An Experiment on Colour Adaptation

Focus on the small fixation cross (+) between the two
large circles for at least 30 sec.  Now transfer your
gaze to the lower fixation cross. The two “yellow” 
circles will now appear to be different colours.  Can you
think out why this might have happened?

t

David
Hubel

Torsten
Wiesel

Electrical recordings made from cells
in the visual cortex (left) by David
Hubel and Torsten Wiesel (above) have
revealed some amazing properties.  
These include orientation selectivity,
the beautiful columnar organisation of
such cells (below) and the plasticity
of the system.  These discoveries led
to the award of the Nobel Prize.
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The intricate circuitry of the visual cortex is one of the great
puzzles that has preoccupied neuroscientists.  Different
types of neurons are arranged across the six cortical layers,
connected together in very precise local circuits that we are
only now starting to understand.  Some of their connections
are excitatory and some inhibitory.  Certain neuroscientists
have suggested there is a canonical cortical microcircuit -
like chips in a computer.  Not everyone agrees.  We now think
the circuitry in one visual area has many similarities to that
in another, but there could be subtle differences that reflect
the different ways in which each bit of the visual brain inter-
prets different aspects of the visual world.  Study of visual
illusions has also given us insight into the kind of processing
that may be going on at different stages of visual analysis.

Decision and Indecision

A key function of the cerebral cortex is its ability to form and
act upon sensory information received from many sources.
Decision making is a critical part of this capability.  This is
the thinking, knowledge-based, or “cognitive” part of the
process.  Available sensory evidence must be weighed up and
choices made (such as to act or refrain from acting) on the
best evidence that can be obtained at that time.  Some
decisions are complex and require extended thinking while 

others can be simple and automatic.  Even the simplest
decisions involve an interplay between sensory input and
existing knowledge.

One way to try to understand the neural basis of decision-
making would be to let an individual go about their normal
daily activity and record the activity of neurons as they do
various things. We might imagine being able to record, with
millisecond precision, the activity of every single one of the
1011 neurons of the brain.  We would then have not only a lot
of data, but also a formidable task in processing it all.  We
would have an even greater problem in interpreting it. To
understand why, think for a moment about the different
reasons why people do things.  A person we see walking to a
railway station may be going there to catch a train, to meet
someone off a train, or even to go “train-spotting”. Without
knowing what their intentions are, it might prove very
difficult to interpret the correlations between any patterns
of activation in their brain and their behaviour.

Experimental neuroscientists like, therefore, to bring
behavioural situations under precise experimental control.
This can be achieved by setting a specific task, ensuring that
the human subjects are doing it to the best of their ability
after extensive practice, and then monitoring their
performance.  The best kind of task is one that is sufficiently
complex to be interesting, yet sufficiently simple to offer a
chance of being able to analyse what is going on.  A good
example is the process of making a visual decision about the
appearance of stimuli - often no more than two stimuli - with
the response being a simple choice (e.g. which spot of light is
bigger, or brighter?). Although such a task is simple, it does
incorporate a complete cycle of decision-making.  Sensory
information is acquired and analysed; there are correct and
incorrect answers for the decision made; and rewards can be
assigned according to whether performance was correct or
not.  This sort of research is a kind of “physics of vision”.

Decisions about motion and colour

A subject of great current interest is how neurons are
involved in making decisions about visual motion. Whether or
not an object is moving, and in which direction, are critically
important judgements for humans and other animals.
Relative movement generally indicates that an object is 
different from other nearby objects.  The regions of the 
visual brain involved in processing motion information can be
identified as distinct anatomical regions by examining the
patterns of connections between brain areas, by using
human brain imaging techniques (Chapter 14), and by record-
ing the activity of individual neurons in non-human animals.
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The tiles of this famous café wall in Bristol (left) are 
actually rectangular - but they don’t look it.  The tiling
arrangement creates an illusion caused by complex
excitatory and inhibitory interactions amongst neurons
processing lines and edges.  The Kanizsa Triangle (right)
doesn’t really exist - but this doesn’t stop you seeing it!
Your visual system “decides” that a white triangle is on top
of the other objects in the scene.

Just black and white
dots?  It is at first hard
to identify to edges or 
surfaces of the image.
But once you know it is a
Dalmation dog, the image
“pops out”.  The visual
brain uses internal 
knowledge to interpret
the sensory scene.

Can you see if you are blind?  Surely not. However,  the 
discovery of multiple visual areas in the brain has shown
that some visual abilities occur without conscious 
awareness.  Certain people who have sustained damage to
the primary visual cortex (V1) report being unable to see
things in their field of view but, when asked to reach for the
things they claim they cannot see, they do so with 
remarkable accuracy.  This curious but fascinating
phenomenon is known as “blindsight”. This is probably 
mediated by parallel connections from the eyes to other
parts of the cortex.

Being unaware of things one sees is an everyday 
phenomenon in normal people too.  If you chat with a 
passenger whilst driving your car, your conscious 
awareness may be directed entirely to the conversation -
yet you drive effectively, stopping at lights and avoiding
obstacles.  This ability reflects a kind of functional 
blindsight.

Research Frontiers
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Neurons in one of these areas, area MT or V5, have been
recorded in a monkey, while it makes a simple visual decision
about a pattern of moving dots. Most of the dots are made
to move randomly in different directions but a small fraction
of them are moving consistently in a single direction - up,
down, left or right. The observer has to judge the overall
direction of movement of the pattern.  The task can be made
very easy by arranging for a large percentage of the dots to
be moving consistently in one direction, as opposed to 
randomly, or harder by decreasing the proportion of dots
that move consistently. It turns out that activity of cells in
V5 accurately reflects the strength of the movement signal.
Neurons here respond selectivity to particular directions of
movement, increasing their activity systematically and 
accurately when the proportion of dots moving in their 
preferred motion direction increases.

Amazingly, some individual neurons perform just as well at
detecting the movement of  dots as is an observer, whether
a monkey or a human, at making a behavioural judgement.
Microstimulation of such neurons through the recording
electrode can even bias the judgement of relative movement
that the monkey is making.  This is remarkable given that
very large numbers of neurons are sensitive to visual motion
and one might have expected decisions to be based on the
activity of many neurons rather than just a few.  Decisions
about colour proceed in a similar way (see Research
Frontiers Box - above).

The Necker cube is constantly reversing perceptually. 
The retinal image doesn’t change, but we see the cube first
with the top left corner nearer to us and then as if it is
receding.  Rarely, it is even seen as a set of intersecting
lines on a flat surface. There are many types of reversible
figure, some of which have been used to explore the neural
signals involved when the visual brain makes decisions
about which configuration is dominant at any one time.

Motion sensitivity.  A.  A side-view of the a monkey’s brain with the primary visual cortex (V1) at the left and an
area called MT (sometimes called V5) in which motion-sensitive neurons are found.  B.  A motion-sensitive 
neuron in which action potentials (vertical red lines) occur frequently in response to motion in the northwest
direction, but rarely in the opposite direction.  Different columns of cells in MT (or V5) code for different 
directions of movement.  C.  A circular TV screen used in experiments on motion sensitivity in which dots move
about in random directions (0% coherence) or all in one direction (100% coherence).  D.  The monkey’s indication
of the likely direction of the dots increases as their coherence increases (yellow line).  Electrical microstimula-
tion of the columns of different orientations shifts the estimate of preferred direction (blue line).

A
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Believing is seeing

Area V5 does more than just register the motion of visual
stimuli, it registers perceived motion.  If visual tricks are
played such that an area of dots are perceived as moving in
one direction or another only by virtue of the motion of 
surrounding dots, i.e. an illusion of movement, the neurons
corresponding to the area of the illusion will fire differently to
rightwards or leftwards perceived movement.  If the move-
ment is completely random, neurons that normally prefer
rightwards movement fire slightly more on trials when the
observer reports that the random motion signal is moving
“rightwards” (and vice versa).  The difference between neu-
ronal decisions of “rightwards” or “leftwards” reflects what
the observer judges about the appearance of motion, not the
absolute nature of the moving stimulus.

Other examples of visual decision and indecision include
reactions to perceptual targets that are genuinely
ambiguous, such as the so-called Necker cube (Figure).
With this type of stimulus the observer is placed in a state
of indecision, constantly fluctuating from one interpretation
to another. A similar rivalry is experienced if the left eye sees
a pattern of vertical lines while the right eye sees a pattern
of horizontal lines. The resulting percept is termed binocular
rivalry, as the observer reports first that the vertical lines
dominate, then the horizontal lines and then back again to
vertical.  Once again, neurons in many different areas of the
visual cortex reflect when the observer’s perception switch-
es from horizontal to vertical. 

Our visual world is an astonishing place.  Light entering the
eyes enables us to appreciate the world around us ranging 
from the simplest of objects through to works of art that 
dazzle and beguile us.  Millions and millions of neurons are
involved, with their duties ranging from the job of a retinal
photoreceptor responding to a speck of light through to a
neuron in area V5 that decides whether something in the
visual world is moving.  All of this happens apparently effort-
lessly within our brains.  We don’t understand it all, but 
neuroscientists are making great strides.

Colour sensitive cells.  Certain neurons show different patterns of activity to different wavelengths of light.
Some respond best to long wavelengths, others to short.  You might think this would be enough to perceive colour,
but this may not be so.  Compare the cell firing on the left to that on the right.  Can you tell the difference?

Internet Links: faculty.washington.edu/chudler/chvision.html
http://www.ncl.ac.uk/biol/research/psychology/nsg.

g

Left.  Clever design of a coloured patchwork called a
Mondrian (after the artist Piet Mondrian). This is illu-
minated with different combinations of long, middle
and short wavelength light so that each panel in turn
reflects exactly the same mixture of light, even
though we always perceive them as being different
colours because of the presence of the surrounding
patches.  The cell on the left, recorded in V1, fires
about the same extent in all cases.  It does not 
"perceive" colour, it simply responds to the identical
wavelength mixture reflected from each patch.  

Right.  A true colour-sensitive cell in V4 fires to an
area of the Mondrian that we see as red, but much
less to other areas.  This differential response occurs
even though the same triplet of wave energies was
reflected from each.  V4 may therefore be the area of
the brain that enables us to perceive colour, though
some neuroscientists suspect it is not the only area
involved.

Colin Blakemore has contributed to
understanding how the visual system

develops. This includes pioneering 
studies using cell-culture to study

interactions between different parts of
a pathway in the embryonic brain (left).

On the right, we see axons (stained
green) growing down from the develop-

ing cortex to meet other fibres (stained
orange) that perform a “handshake”

before growing up to the cortex.

Research Frontiers
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Think about catching a ball.  Easy? It may seem so, but to
perform even this simple movement, your brain has to do
some remarkable things.  We take it all for granted, yet
there is the planning: Is the ball light or heavy? From what
direction is it coming and how fast will it be going? There is
the coordination: How does one automatically coordinate
one’s limbs for catching and what way would be best? And
there is the execution: Does your arm get to the right
place and do your fingers close at the right time?
Neuroscientists now know that there are many areas of
the brain that get involved.  Neural activity in these areas
combines to form a loose chain of command – a motor hier-
archy - from the cerebral cortex and basal ganglia to the
cerebellum and spinal cord.

The neuromuscular junction

At the lowest extreme of the motor hierarchy, in the spinal
cord, hundreds of specialised nerve cells called motor 
neurons increase their rate of firing.  The axons of these 
neurons project out to the muscles where they activate 
contractile muscle fibres.  The terminal branches of the
axons of each motor neuron form specialised neuromuscular
junctions on to a limited number of muscle fibres within one
muscle (see Figure below).  Each action potential in a motor
neuron causes the release of neurotransmitter from nerve
endings and generates a corresponding action potential in
the muscle fibres. This causes Ca2+ ions to be released from
intracellular stores inside each muscle fibre. This in turn 
triggers contraction of the muscle fibres, producing force
and movement.

The electrical events in the muscles of the arm can be
recorded with an amplifier, even through the skin, and these
electro-myographic recordings (EMGs) can be used to 
measure the level of activity in each muscle (see Fig. above).  

The spinal cord plays an important part in the control of the
muscles through several different reflex pathways.  Among
these are the withdrawal reflexes that protect you from
sharp or hot objects, and the stretch reflexes that have a
role in posture.  The well-known ‘knee-jerk’ reflex is an example
of a stretch reflex that is rather special because it involves
only two types of nerve cell - sensory neurons that signal
muscle length, connected through synapses to motor 
neurons that cause the movement. These reflexes combine
together with more complex ones, in spinal circuits that
organise more or less complete behaviours, such as the
rhythmic movement of the limbs when walking or running.
These involve coordinated excitation and inhibition of 
motor neurons.

Motor neurons are the final common path to the muscles
that move your bones. However, the brain has a major 
problem controlling the activity of these cells. Which muscles
should it move to achieve any particular action, by how much,
and in what order?

The top of the hierarchy - 
the motor cortex

At the opposite end of the motor hierarchy, in the cerebral
cortex, a bewildering number of calculations have to be made
by many tens of thousands of cells for each element of
movement.  These calculations ensure that movements are
carried out smoothly and skilfully.  In between the cerebral 

Movement

To make muscles contract, the nerves form specialized
contacts with individual muscle fibres at the 
neuromuscular junction.  As they develop, multiple nerve
fibres go to each muscle fibre but, due to competition
between neurons, all but one is eliminated.  The final 
successful nerve is then left to release its 
neurotransmitter acetylcholine on to specialised molecular
detectors at the “motor endplate” (stained red).  
This image was made using a confocal microscope.

Recordings of the electrical activity associated with 
muscles (electro-myographic activity).
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cortex and motor neurons of the spinal cord, critical areas in
the brain stem combine information about the limbs and
muscles ascending from the spinal cord with descending
information from the cerebral cortex.

The motor cortex is a thin strip of tissue running across the
surface of the brain, directly in front of the somatosensory
cortex (see p.12).  Here is a complete map of the body: nerve
cells that cause movements in different limbs (via connec-
tions onto the motor neurons in the spinal cord) are 
topographically arranged.  By using a recording electrode,
neurons may be found in any part of this map that are active
about 100 milliseconds before activity in the appropriate
muscles.  Quite what is coded in the motor cortex was the
subject of a long debate - do the cells in the cortex code for
actions that a person wants to perform or for the individual
muscles that must be contracted to perform it.  The answer
to this question turned out to be somewhat different – 
individual neurons do not code for either.  Instead a 
population code is used in which actions are specified by the
firing of an ensemble of neurons.

Just in front of the motor cortex lie important pre-motor
areas that are involved in planning actions, in preparing spinal
circuits for movement, and in processes that establish links
between seeing movements and understanding gestures.
Striking new findings include the discovery of mirror neurons
in monkeys that respond both when the monkey sees a hand
movement and when the animal performs that same move-
ment.  Mirror neurons are likely to be important in imitating
and understanding actions.  Behind the motor cortex, in the 
parietal cortex, a number of different cortical areas are 
concerned with the spatial representation of the body and of
visual and auditory targets around us.  They seem to hold a
map of where our limbs are, and where interesting targets
are with respect to us.  Damage to these areas, for example

after a stroke, can cause misreaching for objects or even
neglect or denial of parts of the world around us.  Patients
with so-called parietal neglect fail to notice objects (often
on their left side) and some even ignore the left side of their 
own body.

The basal ganglia

The basal ganglia are a cluster of interconnected areas
located beneath the cortex in the depths of the cerebral
hemispheres.  They are crucial in the initiation of movements,

The several regions of the brain involved in controlling
movements.

“…mirror neurons will do for psychology what DNA did for biology: they will provide a
unifying framework and help explain a host of mental abilities that have hitherto
remained mysterious and inaccessible to experiments.  They are the great leap 
forward of primate brain evolution”.  V.S.Ramachandran

An Experiment on Movement

Who moves me? Try this experiment with a friend.
Pick up a fairly heavy book on the palm of your right
hand.  Now lift the book from your right hand with
your left.  Your task is to keep your right hand still!
You should find this easy.  Now try again, keeping
your hand absolutely still while your friend lifts the
book off your hand.  Few people can do that.  Don’t
worry; it takes very many trials to be able to get
even close to the performance you found easy when
you did it yourself.

This experiment illustrates that the sensorimotor
areas of your brain have more knowledge about
what you do entirely yourself than it receives when
you watch others give the trigger for your actions.

t
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though quite how they do this is far from clear.  The basal
ganglia seem to act rather like a complex filter, selecting
information from amongst the enormous numbers of diverse
inputs they receive from the anterior half of the cortex (the
sensory, motor, prefrontal and limbic regions). The output of
the basal ganglia feeds back to the motor cortical areas.

A common human motor disorder, Parkinson’s disease, is
characterised by tremor and difficulty in initiating move-
ments.  It is as if the selective filter in the basal ganglia is
blocked.  The problem is the degeneration of neurons in an
area of the brain called the substantia nigra (so-called
because it is black in appearance) whose long, projecting
axons release the neurotransmitter dopamine into the basal
ganglia (see Research Frontiers box below). The precise
arrangement of the dopamine axons onto their target 
neurons in the basal ganglia is very intricate, suggesting an
important interaction between different neurotransmitters.
Treatment with the drug L-Dopa, which is converted into
dopamine in the brain, restores dopamine levels and restores
movement (see Chapter 16).

The basal ganglia are also thought to
be important in learning, allowing the
selection of actions that lead to
rewards.

The cerebellum

The cerebellum is crucial for skilful
smooth movements.  
It is a beautiful neuronal machine
whose intricate cellular architecture
has been mapped out in great detail.
Like the basal ganglia, it is extensively
interconnected with the cortical
areas concerned with motor control,
and also with brainstem structures.
Damage to the cerebellum leads to
poorly coordinated movements, loss
of balance, slurred speech, and also a
number of cognitive difficulties.
Sounds familiar? Alcohol has a 
powerful effect on the cerebellum.

The cerebellum is also vital for motor
learning and adaptation.  Almost all voluntary actions rely on
fine control of motor circuits, and the cerebellum is 
important in their optimal adjustment - for example with
respect to timing.  It has a very regular cortical arrangement
and seems to have evolved to bring together vast amounts
of information from the sensory systems, the cortical motor
areas, the spinal cord and the brainstem.  The acquisition of
skilled movements depends on a cellular learning mechanism
called long-term depression (LTD), which reduces the
strength of some synaptic connections (see chapter on
Plasticity).  There are a number of theories of cerebellar 
function; many involve the idea that it generates a “model” of
how the motor systems work – a kind of virtual reality 
simulator of your own body, inside your head.  It builds this
model using the synaptic plasticity that is embedded into
its intricate network. So, catch that ball again, and realise
that almost all levels of your motor hierarchy are involved -
from planning the action in relation to the moving visual 

target, programming the movements of your limbs, and
adjusting the postural reflexes of your arm.  At all stages,
you would need to integrate sensory information into the
stream of signals leading to your muscles.

Caudate

Putamen
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cortical
afferents

dopamine
afferent

striatal
neuron

10,000
cortical

terminals
1000 dopamine

synapses on
dendritic spines

An unexpected story about dopamine

The chemistry underlying actions and habits involves the
neurotransmitter dopamine that is released on to
neurons in the basal ganglia where it acts at 
metabotropic receptors (Chapter 3).  There it serves as
both an incentive to act and as a reward signal for acting 
appropriately.  An intriguing new discovery is that the
release of dopamine is highest when the reward is 
unexpected.  That is, the dopamine neurons fire most
strongly at a stage of learning when it really helps to give a
strong reinforcement to the motor system for having 
produced the right output.  Movements can then be
strung together in a sequence through the release of 
successive bursts of dopamine.  Later on, particularly if
complex movements become habitual, the system 
free-runs without the dopamine reward.  At this point,
particularly if movements have to be accurately timed, 
the cerebellum starts to play a role.

Research Frontiers

A Purkinje cell of the cerebellum showing the extensive
‘arborisation’ of its dendritic tree.  This serves to receive
the myriad of inputs required for the precise timing of
skilled movements that we learn.

Basal ganglia

Substantia 
Nigra (SN)

Learn a bit about the history of how neuroscientists found out about the control of movement at:
http://www.pbs.org/wgbh/aso/tryit/brain/
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